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 This article compares the performance of machine learning algorithms on breast cancer data. The 

aim is to predict the survival status of breast cancer patients and contribute to the development of 

clinical decision support systems. Using a dataset obtained from the National Cancer Institute, 

XGBoost, Random Forest, Support Vector Machines (SVM), and Logistic Regression algorithms 
were compared. Data preprocessing steps were applied, correlation analysis was performed, and it 

was determined that the XGBoost algorithm showed the best performance with hyperparameter 

optimization. The metrics obtained after hyperparameter optimization of the XGBoost algorithm 

show an overall accuracy of 92%. Optimization has resulted in high performance for class 0 
(precision 92%, recall 98%), but the recall for class 1 remains at 54%. The article discusses the 

effect of data imbalance on the results and offers suggestions for future studies. 
This is an open access article under the CC BY-SA 4.0 license. 

(https://creativecommons.org/licenses/by-sa/4.0/) 
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1. Introduction 

Breast cancer is the most common type of cancer among 

women worldwide and is one of the leading causes of 

cancer-related deaths in women [1]. For this reason, early 

diagnosis and development of effective treatment methods 

are of great importance. Traditional methods such as 

mammography and biopsy, which are widely used in 

breast cancer diagnosis, have some limitations, such as the 

fact that the method used can lead to overdiagnosis and is 

invasive, causing difficulties in finding ideal detection and 

treatment methods for the patient and can impose 

additional burdens on the health system [2,3]. For these 

reasons, more objective, non-invasive and rapid diagnostic 

tools are needed [4]. 

In recent years, artificial intelligence algorithms have 

offered great potential in the field of health [5]. This 

potential also promises new methods and hopes in critical 

issues such as breast cancer diagnosis and prognosis [6]. 

Machine learning techniques, especially developments in 

image processing and big data analysis, play an important 

role in determining the complex relationships and risk 

factors associated with breast cancer [7]. The main 

motivation of this project is to evaluate this potential, 

accelerate breast cancer diagnosis, make treatment 

processes more effective, and ultimately increase the 

quality of life and survival rates of patients. 

There are various studies in this field in literature. Some 

of them are given below. In [8], breast cancer prediction 

was made using different machine learning approaches. 

Random Forest (RF) showed better performance than 

other techniques (accuracy 80%, sensitivity 95%, 

specificity 80%) and Gradient Boosting (AUC=0.59) 

showed better performance than neural networks. 

In [9], it was aimed to develop a machine learning 

model that combines ultrasound images and clinical data 

to predict the Ki-67 value, which indicates the rate of 

tumor cell division in breast cancer patients. In the study, 

clinical and ultrasound images collected from 228 breast 

cancer patients receiving neoadjuvant chemotherapy were 

used. Using the XGBoost algorithm, a prediction model 

was created by combining the "delta-radiomic" features 

obtained from ultrasound images with clinical data. The 

performance of the model was measured by the ability to 

correctly identify patients with Ki-67 values ≥ 15%. It was 

found that the developed model showed high accuracy 
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rates in both training and test datasets. It was also stated 

that the model was suitable for clinical use and could help 

doctors make treatment decisions. In conclusion, in this 

study, an effective machine learning model was developed 

to predict the Ki-67 value in MC by combining ultrasound 

images and clinical data. 

In [10], a machine learning approach is presented to 

predict breast cancer at an early stage by using genomic 

data (gene expression profiles). It is aimed to make cancer 

predictions with higher accuracy and at an early stage by 

using genetic information in addition to traditional clinical 

data. Various machine learning algorithms such as Support 

Vector Machines (SVM), Naive Bayes, Decision Tree and 

K-Nearest Neighbor (KNN) were used in the study. The 

results obtained show that Decision Tree and SVM 

algorithms show the best performance in predicting 

cancer. The study shows that genomic data can be a 

valuable tool in breast cancer prediction and this approach 

can provide significant benefits for early diagnosis and 

treatment planning. 

In [11], it was shown that machine learning algorithms 

can support healthcare professionals by providing 

accuracy and speed in breast cancer diagnosis. While 

algorithms such as Logistic Regression provide high 

accuracy, feature selection has increased the performance 

of algorithms such as Light Gradient Boosting. In 

particular, the importance of features such as tumor size, 

age and metastasis has been emphasized.  In [12], machine 

learning models were developed in Taiwan with a 

multicenter approach to predict breast cancer survival with 

clinical data. The best performing model was the 

“Artificial Neural Network model”, and it was determined 

that factors such as cancer stage, tumor size, age at 

diagnosis, and surgery affected survival. 

In this study, it is aimed to predict the survival status of 

breast cancer patients using machine learning techniques. 

For this purpose, an analysis was made by combining data 

obtained from different data sources such as demographic, 

clinical, survival data, and hormone receptors [8], and then 

the results obtained using XGBoost, Random Forest, 

Vertical Support Vector, Logistic Regression 

classification algorithms, which have been proven to be 

effective in literature, were compared to increase the 

model performance. At the end of the study, it is aimed to 

obtain successful results focused on the XGB algorithm in 

breast cancer diagnosis with machine learning and to 

contribute to the development of clinical decision support 

systems. This article consists of four sections. In the 

second section, used datasets and its properties, algorithms 

such as Logistic Regression, Support Vector Machines, 

Random Forest and Extreme Gradient Boosting 

(XGBoost), used libraries can be found. Besides, there are 

data preprocessing and hyper parameter optimization 

techniques. The third section is about results and 

discussion. The last chapter is the conclusion. 

2. Material and Methods 

2.1. Dataset 

The dataset used was obtained from the November 2017 

update of the National Cancer Institute Surveillance, 

Epidemiology, and End Results program, which provides 

information on population-based cancer statistics. The 

dataset included female patients with infiltrating duct and 

lobular carcinoma breast cancer. Patients with unknown 

tumor size and patients with survival months less than 1 

month were excluded from the dataset, resulting in 4024 

patients being included in the dataset. The dataset is a 

mixed structure containing demographic and medical data 

of patients. The parameters in the data set are “Age”, 

“Race”, “Marital Status”, “T Stage”, “N Stage, “6th 

Stage”, “Differentiante”, “Grade”, “A Stage”, “Tumor 

Size”, “Estrogen Status”, “Progesterone Status”, “Reginol 

Node Positive”, “Reginol Node Examined”, “Survival 

Months ,Status” [13]. Necessary information about the 

parameters will be given in the section below and which 

parameters should be used will be determined in section 

2.2 by examining the correlation matrix of our data set. 

Our target variable is “Status” and the result of our model 

is “1=Dead” or “0=Alive”. 

Age: This parameter contains the patient's age at the 

time of breast cancer diagnosis. Age is a significant 

demographic factor influencing breast cancer risk and 

prognosis. Although age alone may not determine the 

outcome, breast cancer is often more aggressive in 

younger patients (under 40) and survival rates tend to be 

lower in those diagnosed at an older age (over 70). 

Additionally, the choice of treatment methods and 

hormonal changes related to age can also impact survival 

[14]. 

Race: This parameter captures the racial or ethnic 

background of the patient. Studies have shown that breast 

cancer incidence and survival rates can vary significantly 

among different races, likely due to genetic factors, 

lifestyle differences, and socioeconomic disparities.[15]. 

T Stage: This parameter indicates the size and extent of 

the tumor. Studies show that more advanced cancer stages 

are associated with lower survival rates [16]. 

N Stage: This parameter provides information on the 

spread of cancer to the lymph nodes. It is crucial as it 

indicates the extent of cancer dissemination. Numerous 

studies in literature utilize this parameter in conjunction 

with the "T Stage" [16]. 

Differentiate: This parameter provides information on 

how similar cancer cells are to normal cells. Cells that are 

well-differentiated tend to grow more slowly. The 

literature shows it is commonly used alongside other 

parameters in breast cancer studies [17,18]. It has similar 

meanings to the “Grade” parameter. Therefore, it will be 

re-evaluated based on the results obtained to avoid 

erroneous outcomes. 
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Grade (Aggressiveness Class): This parameter includes 

the grade value determined based on the microscopic 

features of the tumor. It indicates the aggressiveness of the 

cells [17,18]. It has a similar meaning to the "Differentiate" 

parameter. Therefore, to avoid erroneous results, its use 

will be re-evaluated based on the findings obtained. 

Tumor Size: This parameter represents the largest 

diameter of the tumor. It is one of the most crucial factors 

for determining the cancer prognosis [19]. 

A Stage: This parameter indicates whether the cancer 

has spread from the breast to nearby tissues or lymph 

nodes, or to distant parts of the body such as the lungs, 

liver, or bones. These stages are crucial in determining the 

extent of cancer progression [20]. 

6th Stage: The 6th staging system for breast cancer 

categorizes the extent of the disease's spread. As the stages 

progress from IIA to IIIB, both tumor size and lymph node 

involvement increase, signifying that the cancer has 

advanced further [21]. 

Estrogen Status: This parameter indicates whether 

estrogen receptors (ER) are present on tumor cells. The 

estrogen hormone can travel throughout the body and 

stimulate cancer cell growth. Tumors that are ER positive 

are more likely to respond well to hormone therapy and 

generally have a better prognosis [22]. 

Progesterone Status: This parameter identifies whether 

progesterone receptors (PR) are present in tumor cells. 

Like estrogen, progesterone can fuel cancer cell growth. 

However, research indicates that fewer tumors respond to 

this hormone compared to estrogen receptors [23]. 

Regional Node Examined: This parameter measures the 

number of regional lymph nodes that are examined to 

detect cancer spread. Screening these lymph nodes helps 

to accurately stage the cancer and understand its extent. 

Although it is not a prognostic factor on its own, it gains 

significance when evaluated alongside lymph node 

positivity. Essentially, as the number of lymph nodes 

examined increases, the likelihood of finding a positive 

lymph node also rises. The more regional nodes scanned, 

the greater the indication that the cancer has spread and is 

classified as high-risk [19,24]. 

Regional Node Positive: This parameter indicates that 

cancer cells have spread to the regional lymph nodes. It is 

crucial for understanding the extent of cancer 

dissemination and its response to treatment. This attribute, 

along with the T-stage, is vital in assessing the degree of 

cancer spread [19,24]. 

Survival Months: This parameter indicates the number 

of months a patient has survived since the diagnosis. It has 

a strong correlation with the "Status" variable. 

Status: This parameter indicates whether the patient is 

alive or dead at the end of the study, providing two 

possible outcomes[8]. It serves as the target variable for 

the project. Accurate prediction of patient survival requires 

training and validating the model on this data. 

2.2. Algorithms 

When dealing with complex datasets and seeking high 

accuracy in predictive modeling, selecting the right 

algorithm is crucial. Four notable algorithms stand out for 

their unique strengths and applicability: Logistic 

Regression, Support Vector Machines (SVM), Random 

Forest, and Extreme Gradient Boosting (XGBoost). Each 

of these methods offers distinct advantages and potential 

trade-offs that can significantly influence the outcome of 

your machine learning projects. 

Logistic Regression (LR) is a widely used, interpretable, 

and probabilistic method for data mining and 

classification. However, it has some limitations with non-

linear data, unbalanced datasets, and small samples. In 

such cases, correction techniques and alternative 

algorithms may be required [25]. 

Support Vector Machines (SVM) is a powerful machine 

learning technique used for classification. SVM tries to 

find the best separation between classes by mapping the 

input data to a higher dimensional space to solve complex 

problems. The advantages of SVM include good 

generalization ability, finding unique global optimum 

solutions, and working effectively using a small number of 

support vectors. The disadvantages are that computational 

complexity increases in large datasets and the choice of 

kernel function can significantly affect the results. It is also 

more complex than some other methods in terms of 

interpretability [26]. 

Random Forest is a powerful ensemble learning method 

that combines multiple decision trees. Trained with 

random subsets of data and features, these trees provide 

more accurate and stable predictions with majority voting 

in classification and averaging in regression. While it 

offers advantages such as high accuracy, stability, 

resistance to over-learning, and feature importance 

determination, it also includes high computational cost and 

interpretability difficulties. Especially in large datasets and 

real-time applications, resource usage and optimization are 

important [27]. 

Extreme Gradient Boosting (XGBoost) is a high-

accuracy and scalable machine learning algorithm based 

on decision trees. It is versatile and can be applied to 

various tasks, providing interpretability. However, it 

carries the risk of overfitting, and tuning its parameters can 

be challenging. Therefore, it should be used with caution 

[28]. 

To compare these four algorithms, it is important to note 

that both Random Forest and XGBoost can create highly 

accurate models for both linear and nonlinear 

relationships. Logistic Regression, on the other hand, is 

particularly effective for modeling linear relationships. 

SVM can also handle nonlinear data well using kernels, 

but its performance may degrade on large datasets 

[25,26,27,28]. 
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2.3. Libraries  

In this study, several libraries in the Python 

programming language were utilized for machine learning 

and data science tasks. Pandas was employed for data 

analysis and preprocessing [29], while Seaborn and 

Matplotlib were used for data visualization and model 

result representation [30,31]. Scikit-learn facilitated the 

division of data into test, train, and validation datasets, and 

was also used to implement the KVM, Random Forest, and 

Logistic Regression algorithms, along with displaying 

metrics [32]. XGBoost was applied for the execution of the 

XGBoost algorithm [33], and Skopt was utilized for the 

hyperparameter optimization of XGBoost [34]. 

2.4. Data Analysis and Preprocessing 

During the data analysis phase, as depicted in Figure 1, 

it was confirmed that there was no missing data. 

 

Figure 1. Missing Data Detection Using isna() and sum() 
Functions 

Following the determination, the parameters of the dataset 

were analyzed, and the data types within these parameters 

were identified. This analysis was presented in Figure 2. 

 

Figure 2. Displaying Data Types in Parameters with the Info () 
Function 

As a result of this determination, the ordinal, that is, the 

categorical variables that can be ranked (T stage, N stage, 

6th Stage, Differentiate, Grade) were provided to be in 

hierarchical order by applying the mapping process as in 

Figure 3. After these processes, nominal type categorical 

variables with more than 2 different values were reshaped 

so that each value has a separate parameter and a value of 

0 or 1 using the one-hot-encoder function in Python, and 

categorical variables with a value of 2 were reshaped to 

have a value of 0 or 1 using the label-encoder function. 

 

 

Figure 3. Mapping Process with Value_Counts and Map() 
Functions in Python 

The updated correlation matrix is illustrated in Figure 4, 

highlighting numerous non-linear relationships within the 

dataset. Notably, the parameter with the strongest 

correlation to the target variable is “Survival Months,” 

exhibiting a moderate negative relationship with a value of 

-0.476. This suggests that as the patient's survival time 

increases, their likelihood of survival decreases, indicating 

a crucial connection. Apart from "Survival Months," there 

are four other parameters with moderate correlations. 

These are "Reginal Node Examined" (0.347), "6th Stage" 

(0.257), "N Stage" (0.255), "Estrogen Status" (-0.184), and 

"Progresterone Status" (-0.177). Relationships outside 

these values are considered weak. It's important to 

remember that the correlation matrix only shows linear 

relationships and might be misleading for non-linear ones. 

Hence, all data will be used in the initial stage of our 

model. 



Tiryaki et al., International Journal of Applied Methods in Electronics and Computers 13(1): 19-26, 2025 

- 23 - 

 

 

Figure 4. Correlation Matrix 

Depending on the context, the model can be optimized 

and evaluated at a later stage. Following these steps, we 

divided our dataset into training and testing subsets. 

2.5. XGBoost Parameters and Optimization 

XGBoost has default parameter values if no 

customization is made using the xgboost library. For 

instance, the default is 0.3 for learning_rate and 6 for 

max_depth [32]. However, to achieve higher accuracy, 

hyperparameter optimization should be performed. The 

parameter optimizations made in this direction are given 

below [34].  

The learning rate controls how much the model will 

“learn” with each iteration. A smaller learning rate may 

require slower learning and more iterations but generally 

provides better generalization. A larger learning rate 

provides faster learning but carries the risk of missing the 

optimal solution. We will try to find the optimal learning 

rate by trying different values such as [0.01, 0.1, 0.2]. Tree 

depth (max depth) determines the maximum depth of each 

decision tree. Deeper trees can provide better fit to the 

training data (overfitting), but their generalization ability 

is reduced. Shallower trees can lead to underfitting. The 

values [3, 5, 7] are commonly used and give good results. 

The Param Grid parameter generates all possible 

combinations of the learning rates and max depths lists. It 

uses the product function from Python's itertools module, 

which is a grid search approach that aims to find the best 

set of parameters by trying different combinations of 

learning rates and tree depths. The N Estimators 

parameter, set to 1000, signifies the total number of trees 

in the XGBoost model. Initially assigning a high value 

allows for determining the optimal number of trees using 

the early stopping mechanism. This number will be fine-

tuned later with early stopping. 

3. RESULTS AND DISCUSSION 

Precision, Recall, F1-Score, Accuracy, Macro Avg and 

Weighed AVG metrics were used to interpret the models, 

and the definitions of these metrics are given below. 

The True Positive (TP) count represents the examples 

correctly predicted as positive by the model, while the 

False Positive (FP) count indicates examples incorrectly 

predicted as positive. Conversely, the True Negative (TN) 

count denotes examples accurately identified as negative, 

whereas the False Negative (FN) count reflects examples 

that were inappropriately predicted as negative despite 

being positive [35]. 

Precision measures the accuracy of the positive 

predictions made by the model. It answers the question, 

"How many of the examples predicted as positive are 

actually positive?" [36]. Recall (Sensitivity) measures the 

proportion of actual positive examples that were correctly 

identified by the model. It can also be viewed as the 

model’s ability to detect all positive instances [36]. F1-

score: It is the harmonic means of Precision and Recall. It 

provides a single metric that takes both precision and 

sensitivity into account. It is especially useful in 

imbalanced datasets [37]. Accuracy shows how many of 

the predictions are correct. It is the ratio of all correct 

predictions to the total number of samples [38].  Precision, 

Recall and F1 score formulas are given Formula 1, 2 and 3 

respectively [39].  

Precision =
𝑇𝑃

𝑇𝑃+𝐹𝑃
 (1) 
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Recall =
𝑇𝑃

𝑇𝑃+𝐹𝑁
  (2) 

𝐹1 =
2

1

Precision
+

1

Recall

= 2 ×
Precision×Recall

Precision+Recall
=

𝑇𝑃

𝑇𝑃+
𝐹𝑁+𝐹𝑃

2

 (3) 

Support measures the number of actual instances in each 

class, which helps understand the weighting of the metrics 

for each class. Macro Average averages the metrics across 

all classes, giving equal weight to each class, while 

Weighted Average calculates the average metrics for each 

class but weighs them by the "support" value, offering a 

more meaningful assessment in imbalanced datasets. The 

metrics and confusion matrix obtained using the Logistic 

Regression, Support Vector Machines, Random Forest and 

XGBoost algorithm are given in Figure 5 respectively.  

 

Figure 5. Four Different Algorithm Metrics and Confusion 
Matrices 

When we use the Logistic Regression algorithm, we 

obtain 1103 true negatives, 106 false negatives, 91 true 

positives and 28 false positives, reaching the metrics in 

Figure 5a. The metrics and confusion matrix obtained 

using the Support Vector Machines Algorithm are given in 

Figure 6. When we use the Support Vector Machines 

algorithm, we obtain 1113 true negatives, 126 false 

negatives, 71 true positives and 18 false positives, reaching 

the metrics in Figure 5b. 

The metrics and confusion matrix obtained using the 

Random Forest Algorithm are given in Figure 7. When we 

use the Random Forest algorithm, we obtain 1108 true 

negatives, 100 false negatives, 97 true positives and 23 

false positives, reaching the metrics in Figure 5c.The 

metrics and confusion matrix obtained without 

hyperparameter optimization in the XGBoost algorithm 

are given in Figure 5d. In this, when we use the XGBoost 

algorithm with default values, we obtain 1094 true 

negative, 91 false negative, 106 true positive and 37 false 

positive, reaching the metrics. 

The metrics and confusion matrix obtained by 

performing hyperparameter optimization in the XGBoost 

algorithm are given in Figure 6. 

 

Figure 6. Metrics and Confusion Matrix Obtained When 
XGboost Algorithm with Hyperparameter Optimization 

When we use the XGBoost algorithm by performing 

hyperparameter optimization, we obtain 1114 true 

negatives, 91 false negatives, 106 true positives and 17 

false positives, reaching the metrics in Figure 6. 

At the end of the study, by removing 5 parameters with 

low correlation values from the data set individually, their 

effects on class 1 were observed via the XGB algorithm. 

As seen in Table 1, no increase in values was found when 

I removed any parameter. This shows us that the main 

reason for our low results is data imbalance. 

Table 1.   Parameters with Low Correlation Values 

Extracted Data Precision  Recall  F1 Score  

None 0.86 0.54 0.66 

Race 0.86 0.51 0.64 

Regional Node 

Examined 

0.86 0.52 0.65 

Marrial Status 0.85 0.50 0.63 

A Stage 0.74 0.50 0.60 

 

The primary goal of the study was to develop a more 

effective model using the XGBoost algorithm compared to 

other algorithms. Upon examining and comparing the 

similarities and differences, it becomes evident that some 

previous studies [8],[9],[10],[11],[12], mentioned in the 

introduction section, align with this study in terms of 

objectives. However, they either achieved their best results 

using different algorithms, employed different datasets, or 

aimed to achieve different outcomes. 
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4. Conclusions 

When we examine the confusion matrices, we see that 

the Vertical Support Vector is the algorithm that can 

predict the minority class at the lowest rate due to its 

working principle. (0.36). XGB and Random Forest 

algorithms give better results with a very small difference 

in accuracy and F1 score values based on class 1. 

(accuracy: 0.91-0.92), (F1: 0.61-0.66). The reason for this 

difference is the hyperparameter optimization we made. 

The unoptimized XGB result is shown in Figure 8. 

When we take the target variable as reference in our data 

set, a serious imbalance is seen as in Figure 7. This is the 

main reason why the metric values we obtained for class 1 

are low. 

Figure 7. “Status” Data Imbalance 

This study highlights key findings through the analysis 

of breast cancer data and the comparison of various 

machine learning algorithms. The XGBoost algorithm 

emerged as a promising method for breast cancer 

prediction, achieving higher accuracy and F1 scores than 

other algorithms. However, the results are somewhat 

limited due to the imbalance in the data set. Future studies 

with more balanced data are expected to yield more 

accurate results in this field. This study underscores the 

potential of machine learning techniques in the diagnosis 

and prognosis of breast cancer and marks a significant step 

towards the development of clinical decision support 

systems. 
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