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 Selecting the appropriate honey harvesting method is crucial for sustainable beekeeping and 

optimal honey production. The use of primitive harvesting methods can lead to the death of bees 

and a decrease in honey yield. This study aims to address the issue of detecting and classifying 

young larvae on honeycombs. However, the area where young larvae are found is limited 

compared to other areas.  In this study, the dataset obtained from honeycombs was imbalanced, 

which has used the Synthetic Minority Oversampling TEchnique (SMOTE) algorithm to balance 

it. The SMOTE algorithm is a synthetic data generation method. The balanced dataset was then 

used for classification processes with k-Nearest Neighbors algorithm (k-NN), Decision Trees, and 

Support Vector Machines. The evaluation of the classification results included the F1-Score, G-

Mean, and AUC metrics. The results showed that the classification of the dataset balanced with 

synthetic data was more successful. 
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1. Introduction 

An imbalanced dataset occurs when a class is dominant 

over other classes. [1]. Machine learning and data mining 

concepts have raised the problem of the accuracy of the 

evaluated results. This situation paved the way for studies 

to stabilize imbalanced datasets. Although there were 

studies on these issues before, the foundation for the work 

regarding imbalanced datasets was laid in early 2000. In 

2003 the issue of an imbalanced dataset became a subject 

of study on its own [2]. An imbalance in the number of 

data between classes problem is a common problem in 

datasets and classification and also is often encountered in 

real-world problems. [3]. Confidentiality in the data 

collection process, costly data collection, and the low 

number of samples are the main reasons for the 

imbalanced dataset problem [4]. The issue of imbalanced 

datasets arises in various real-world scenarios, including 

credit card fraud detection [5], identification of defective 

products in production facilities [6], inaccurate medical 

diagnoses [7], detection of unauthorized access in 

computer networks [8], identification of oil spills in the 

ocean [9], text classification problems [10],  and software 

error prediction [11]. 

The imbalance between the data of the classes causes 

the majority class to dominate the results. [12]. While 

classifiers are proposed, they are generally studied on 

balanced data sets. Therefore, in imbalanced datasets, the 

classifiers’ success rate has decreased. Balancing the 

dataset is important in order to increase classification 

success before evaluating imbalanced datasets. [13]. The 

operation for balancing an imbalanced dataset can be 

categorized into 3 steps. These approaches are data level, 

algorithm level, and hybrid level (data + algorithmic 

level). Balancing the dataset at the data level can be based 

on two pillars. The first is to reduce the number of majority 

class instances that are known as under-sampling, and the 

second, increase minority class samples which is known as 

over-sampling [14].  

One of the biggest problems in honey production is 

losing young larvae during harvesting. If all honey in the 

comb is desired to be collected during the honey filtering 

phase, then unfortunately the young baby bees found on 

the comb also perish. In this case, to achieve the maximum 

level of honey output, beekeepers often give up on the 

offspring, which leads to bee loss and unhomogenized 
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honey. This situation causes the bee colony to weaken in 

the long run. On the other hand, not thoroughly filtering 

the honeycombs causes a decrease in honey production. In 

this study, successful classification and detection of larva 

cells are implemented through proper classification 

studies. 

Figure 2 shows that the larvae are found in a limited area 

compared to other areas, and in some areas, there are no 

larva cells. This situation causes an imbalanced dataset. To 

address this imbalanced dataset issue, the synthetic 

minority oversampling technique (SMOTE) is used.  

The study compares the results of the original dataset 

with the balanced data using SMOTE. Classifiers such as 

Decision Tree (DT), k-Nearest Neighbors (k-NN), and 

Support Vector Machine (SVM) are employed. The used 

evaluation metrics are F1-Score, G-Mean, and AUC. The 

literature is given in section 2, the materials and methods 

used in this study are presented in section 3, the results 

obtained and discussion are analyzed in section 4, and the 

conclusions in this paper are summarized in section 5. 

2. Literature Review 

To this day many solutions have been produced to the 

problem of classifying imbalanced datasets. Hart [15], 

proposed ignoring samples that are worthless and far from 

the boundary line, using the CNN (Condensed Nearest 

Neighbor) method [16]. Tomek [17], proposed the Tomek-

Link method. Tomek - Link is where majority classes are 

categorized under the same classes as their closest 

neighbors [18]. Kubat and Matwin [19], studied with the 

One-Sided Selection method which was somewhat based 

on the Tomek-Link method [18]. Wilson [20], improved 

the Edited Nearest Neighbor algorithm. In the ENN 

method, the three closest neighbors of a sample are 

selected. If two of the selected neighbors are from the 

opposite class, this instance is deleted. Later, a method 

based on this method was developed in which only the 

majority of class samples were removed from the dataset 

[21]. Mani and Zhang [22], proposed the Nearmiss method 

which was based on the k-NN method. 

Chawla et al. [23], proposed one of the most popular 

oversampling methods called the SMOTE. SMOTE 

produces synthetic data similar to minority class samples. 

After the SMOTE algorithm was proposed, 

shortcomings of the technique were found, and different 

methods have been proposed to resolve it. Han et al. [24], 

came up with the Borderline- SMOTE method. 

Borderline-SMOTE is based on the SMOTE technique. 

However, this method does not consider all minority class 

instances, it only considers borderline examples of the 

minority class [25]. They divided this method into two 

sub-methods, Borderline-SMOTE1 and Borderline-

SMOTE2. In the Borderline-SMOTE2 method, the 

majority class samples were also considered along with the 

minority class samples [3]. Bunkhumpornpat et al. [25], 

later proposed the Safe-Level-SMOTE method. With this 

method, synthetic data is produced only in the safe zone. 

He et al. [26] proposed the ADASYN method. In this 

method, minority class samples were given a weight value 

according to their learning disability. More data is 

generated from the samples that have more weight than 

this weight value [27]. 

3. Materials and Methods 

Langstroth and Dadant are the most used hive types in 

the world. Both types have many similarities however one 

differs in dimension. In Turkey, the Longstroth hive type 

is mostly used. In this study, the hive that are used and 

accepted as standard is the Langstroth type. Langstroth 

hive-type is suitable for beekeeping activities and is 

suitable for the climatic conditions of our country. The 

Langstroth hive type consists of 5 parts: bottom board, 

hive body, honey super, inner cover, and cover. 

3.1. Materials 

In this study, data obtained from 19 different 

honeycombs with Langstroth standard are used. Since 

images are taken from both sides of the honeycombs, a 

total of 38 honeycomb images are obtained. 

Images are obtained from the BASLER acA2500-14uc 

scanning camera. Obtained images are 2590 x 1940 pixels. 

However, only the parts containing the honeycomb region 

are taken, images with a size of 1162 x 574 pixels, seen in 

Figure 1, are obtained. The resulting images are divided 

into 5 x 5 pixel pieces. 26.448 images are obtained from 

each hive. 

Cells on a honeycomb can be labelled as such, cells with 

pollen, closed cells with larvae, closed cells with honey, 

open cells with some honey, hollow cells, and open cells 

with larva. The images in this study can be labelled as 

areas with larvae on them, and areas with no larva. Images 

containing closed larva cells are labelled as “1”, other 

images are labelled as “0”. In the determination of these 

areas, closed cells containing larvae are displayed on a 5x5 

pixel image. If the area covered is more than other areas, 

it is labelled as “1”. 

A total of 1.005.024 thumbnail images are achieved 

from 38 honeycomb images. 816.877 of the images are 

from the class labelled as "0", and 188.144 of them are 

cells containing larvae labelled “1”. As seen in Figure 2, 

5x5 pixel split images of the honeycomb and the R-G-B 

values are entered and recorded into the columns. Thus, 

for each image, there are 75 columns with values between 

0 and 255 in one column. 1.005.024 rows of data with 76 

columns, including the label value, are obtained (Figure 3). 
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Figure 1. First stage of honeycomb image 

 

 

Figure 2. 5x5 pixel fragmented honeycomb image 

 

Figure 3. Converting the R-G-B values of the 1 honeycomb image to the dataset. 

 

3.2. Method 

3.2.1. Synthetic Minority Oversampling Technique 
(SMOTE) 

One of the most known and used data sampling 

algorithms was developed by Chawla et al. known as 

SMOTE [23]. The algorithm uses the minority class 

samples synthetically to find solutions to imbalanced 

datasets[28]. Synthetic data generation of the SMOTE 

approach is shown in Figure 4. In the SMOTE algorithm, 

the k nearest neighbours (xj) of a minority sample (xi) are 

selected. The distance difference between the sample and 

the selected neighbours is calculated. A randomly chosen 

(α) value between 0 and 1 is multiplied by the obtained 

difference value. As can be seen in Equation 1, the 

calculated value is added to the sample itself, and a new 

synthetic sample (xnew) is generated[13]. 

𝑥𝑛𝑒𝑤 = 𝑥𝑖 + (𝑥𝑖 − 𝑥𝑗) ∗ 𝛼  (1) 

3.2.2. Classification Methods 

3.2.2.1. k Nearest Neighbour (k-NN) 

The k-NN algorithm is the most popular among machine 

learning classification methods.  
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Figure 4. SMOTE algorithm 

It is one of the simple classification methods. The k-NN 

algorithm is sample-based and is used to solve 

classification problems. For the classification process, k 

pieces of data belonging to the sample are selected 

according to the distance criteria. As distance measures, 

Minkowski, Euclid, Chebyshev, and cosine equations are 

used, Euclidean distance is often used in the literature. 

Whichever class the selected k data is more included, the 

sample to be classified belongs to that class [29]. 

3.2.2.2. Decision Tree (DT) 

One of the most used methods in classification problems 

is the DT algorithm. In the DT method, each attribute is 

represented by a node. Branches and leaves are parts of a 

tree structure. Root at the top, leaves at the bottom, and 

branches in between [30]). In DT algorithms, feature 

classes are combined into a single class. The main purpose 

is to divide it into two until one class remains. The sample 

to be classified will progress until it reaches a leaf between 

branches. At the point it reaches the leaf, the class it 

represents accepts the class of the instance [31]. 

3.2.2.3. Support Vector Machines (SVM) 

SVM is a statistical learning-based algorithm that 

performs controlled classification. The SVM method aims 

to find the most appropriate boundary between different 

samples by dividing the data into two or more classes with 

linear mechanisms in 2-dimensional space, planar in 3-

dimensional space, and hyper-plane mechanisms in 

multidimensional space[32]. Hyper-plane detection is easy 

in linear classes. However, hyper-plane detection is 

difficult in nonlinear classes. The non-linearly separated 

sample space is moved to the upper space where the 

samples can be linearly separated and the hyper-plane is 

found[29]. 

3.3. Evaluation Metrics 

The selection of suitable evaluation metrics is crucial 

for accurate evaluations. The main criterion used when 

evaluating the classification results is accuracy. However, 

using the accuracy criteria alone may be insufficient to be 

an indicator of success in datasets. Therefore, the 

imbalanced dataset is mainly measured with; F1-Score, G-

Mean, and AUC (Area). To determine the metrics, first of 

all, the Confusion Matrix seen in Table 1 needs to be 

obtained. 

Table 1:  Confusion Matrix 

 Predictive Values 

Actual Values 

 Positive Negative 

Positive TP FN 

Negative FP TN 

 

True Positives (TP)  : Correctly predicted positive 

samples 

False Positives (FP)  : Incorrectly predicted negative 

samples 

True Negatives (TN) : Correctly predicted negative 

samples 

False Negatives (FN)  : Incorrectly predicted positive 

samples 

To evaluate the metrics, we must first calculate the 

following equations using the confusion matrix [13]. 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  (𝑇𝑃 +  𝑇𝑁) (𝑇𝑃 + 𝐹𝑃 +  𝑇𝑁 + 𝐹𝑁)⁄  (2) 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 = 𝑇𝑃 (𝑇𝑃 + 𝐹𝑃)⁄   (3) 

𝑅𝑒𝑐𝑎𝑙𝑙 = 𝑇𝑃  (𝑇𝑃 +  𝐹𝑁)⁄    (4) 

𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 = 𝑇𝑁  (𝑇𝑁 + 𝐹𝑃)⁄   (5) 

The F1-Measure is a more reliable measure because it 

takes the harmonic average of the sensitivity and precision 

measures instead of taking a simple average. The equality 

of the F1-Score is specified in Equation 6 [13]. 

𝐹1 − 𝑆𝑐𝑜𝑟𝑒 = 2 × (𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ×  𝑅𝑒𝑐𝑎𝑙𝑙)/(𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 +

 𝑅𝑒𝑐𝑎𝑙𝑙)       (6) 

The G-Mean measure shows the balance between the 

two classes (Equation 7). While F1-Score evaluates the 

success of the minority class belonging to the imbalanced 

dataset, G-Mean evaluates for all classes [3]. 

𝐺 − 𝑀𝑒𝑎𝑛 =  √𝑅𝑒𝑐𝑎𝑙𝑙 ∗ 𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦    (7) 

The AUC-ROC curve is one of the most important 
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metrics for measuring classification success, especially in 

imbalanced datasets. The ROC curve is a curve with a true 

positive rate (Sensitivity) on its vertical axis and a false 

positive rate (Specificity) on its horizontal axis (Figure 5). 

A near-perfect result should have a ROC curve from (0,0) 

to (0,1) that is almost vertical and then from (0,1) to (1,1) 

almost horizontally[33]. 

 

Figure 5: AUC-ROC Curve 

AUC corresponds to the area under the ROC curve. The 

size of the AUC area is directly proportional to the 

classification success. The ideal result for AUC is 1. 

4. Results and Discussion  

To obtain the results in this study, the honeycomb images 

were fragmented and labelled. A dataset with 1.005.024 

rows and 76 columns is used. Dataset with k-fold cross 

validation is divided into 5 subsets by random selection of 

rows. The indices of randomly selected subsets are saved 

for later use of the subset to which the samples belonged. 

Then, classification operations are applied to our original 

data. For classification, k-NN, DT, and SVM algorithms 

are used. For evaluation, F1-Score, G-Mean, and AUC 

metrics are used in the operations.  

In the second stage, synthetic data were generated for 

the minority class using the SMOTE algorithm. Thus, 

628.730 synthetic data belonging to the minority class are 

generated, thus the minority class and the majority class 

are balanced. Synthetic data obtained are again divided 

into 5 subsets and merged with previous subsets. 

Therefore, divided into 5 subsets 1.633.754 data are 

obtained and this data is reclassified. The obtained data are 

shown in Table 2. 

When the classification results are evaluated, it is seen 

that the classification success increases after the dataset is 

balanced with synthetic data generation for all 

classification algorithms and all metrics. When the 

classification results made with the k-NN algorithm are 

evaluated according to the F1-Score metric, the 

classification success, which is 92.36%, is 97.56% and a 

significant increase is observed. 

 

Table 2: Classification results obtained with real data and 
synthetic data 

 Classification 

/Metric 
k-NN DT SVM 

O
ri

g
in

a
l 

D
a

ta
 F1-Score, % 92.36 87.71 16.9 

G-Mean, % 96.97 92.26 33.94 

AUC, % 96.97 92.39 42.16 

S
M

O
T

E
 

F1-Score, % 97.56 96.55 38.69 

G-Mean, % 97.47 96.54 43.91 

AUC, % 97.50 96.54 53.06 

 

The success of the k-NN algorithm in the F1-Score is 

also valid for the DT algorithm. The success, which is 

87.71%, has become 96.55% after synthetic data is 

generated. However, the difference in the percentage of 

success in the G-Mean and AUC metrics is greater than the 

k-NN algorithm. In the DT algorithm, serious success is 

observed in all metrics in general. 

It is seen that the classification success is low in the 

results obtained in the SVM algorithm. However, after 

applying the SMOTE algorithm, it is seen that the 

classification success has increased significantly. Again, in 

the performance measurement make with the F1-Score, the 

success percentage, which is 16.9%, has become 42.16%. 

5. Conclusions 

In this study, the problem of imbalanced datasets is 

addressed. To balance imbalanced datasets, SMOTE, 

which is one of the well-known and most used synthetic 

data generation methods in the literature, was used. 

Classification results were evaluated with classification 

methods that are frequently used in machine learning and 

data mining. 

Detection of the areas with larvae on the honeycombs is 

an important point in terms of increasing honey yield. 

After balancing the imbalanced dataset obtained from the 

existing honeycombs with the SMOTE algorithm, the 

obtained dataset was subjected to classification processes 

and the classification results were evaluated. In the results 

obtained, it was seen that the classification success was 

better in the dataset balanced with synthetic data 

generation.  

According to the results obtained, in the k-NN 

classification results; there was an increase of 5.2% 

according to the F1-Score metric, 0.5% according to the 

G-Mean metric, and 0.53% according to the AUC metric. 

In the results obtained with the DT classification; An 

increase in classification success was observed, such as 

8.84% in the F1-Score metric, 4.28% in the G-Mean metric, 

and 4.15% in the AUC metric. In the SVM classification, 

an increase of 21.79% according to the F1-Score metric, 

9.97% according to the G-Mean metric, and 10.9% 

according to the AUC metric was observed.  

In future studies, the existing dataset can be 
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oversampled with different synthetic data generation 

methods used in the literature and comparisons can be 

made with different classification methods. 
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