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 Identifying an organism requires taxonomic expertise, time, and often adult specimens 

of that organism. Accurate identification of organisms is of great importance for 

sustainable agriculture, forestry and fisheries, combating pests and human diseases, 

disaster management, sustainable trade of biological products and management of alien 

invasive species. Advances in machine learning techniques have paved the way for the 

identification of animals by image analysis. In this context, it is aimed to test the success 

of different convolutional neural network (CNN) models in classifying leaf beetle 

(Coleoptera: Chrysomelidae) dorsal habitus images at the genus level. In this study, a 

total of 888 habitus images belonging to 17 genera were obtained from a website on leaf 

beetles and five CNN models (ResNet-152, Alex-Net, DenseNet-201, VGG-16 and 

MobileNet-V2) were used to classify leaf beetle genera. Also, the classification 

performance of the models was compared. The most successful model was ResNet-152 

with an accuracy rate of 97.74%. These results showed that Resnet-152 can be used to 

identify European leaf beetle genera. As a result of this study, it was concluded that as 

the number of images increases, the identification of leaf beetles at the genus level can 

be made more easily by using CNNs. 

This is an open access article under the CC BY-SA 4.0 license. 

(https://creativecommons.org/licenses/by-sa/4.0/) 
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1. Introduction 

Systematic (taxonomy) is a scientific discipline that not 

only collects and identifies existing species and creates 

robust classifications by describing and naming new 

species, but also studies biological variations, 

biogeography and phylogeny [1, 2]. It is the most 

fundamental research area for all biological science and its 

application [3]. Accurate identification of organisms is of 

great importance for sustainable agriculture, forestry and 

fisheries, combating pests and human diseases, disaster 

management, sustainable trade of biological products and 

management of alien invasive species [4]. Thus 

universities, museums, and herbariums, as well as 

biosecurity, agriculture and forestry, pharmaceutical 

companies, and other disciplines, need systematists 

(taxomists) who can do definite systematic studies, 

especially species identification [5]. Agricultural and 

forest pests can cause serious damages to their hosts. Thus, 

they must be correctly and rapidly identified in order for 

them to be controlled [6, 7, 8]. Species identification by 

using morphological characters requires taxonomical 

expertise, time, and generally specimens of the adult stage 

of the organisms (especially of insects) [9]. Therefore, 

such studies are time-consuming and expensive [10]. 

These difficulties and wide-ranging needs have led to the 

effort to develop methods that can make rapid and expert-

independent species identification. In 2003, a DNA-based 
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barcoding system studying with the COI (cytochrome c 

oxidase I) sequences was suggested as an accurate, cost-

effective, and accessible system for the identification of 

animals [11]. Even though this method is very useful, it 

requires a laboratory, and all of the described species are 

not hitherto barcoded [12, 13]. Another method that has 

been studied in recent years is classifying specimens 

according to image analysis [14]. 

Developments in machine learning have paved the way 

for species identification with image analysis. Deep 

learning is a form of machine learning that can perform a 

task without being specifically programmed to solve it. 

Instead, it develops computational models from previous 

examples of the specific task by using multiple processing 

layers thanks to the process called training. After training, 

the task can be performed on new data in a process called 

inference [15]. There is so much study to make automated 

species identification by using deep learning in the last 

years [15, 16]. In these studies, it has been revealed that 

successful results have been obtained in various pattern 

recognition areas, from image processing to voice 

recognition, with convolutional neural network (CNN) 

models, which is one of the deep learning methods. CNN 

is also used in species identification as a deep learning 

method, which is widely used in image segmentation, 

pattern recognition, and classification processes [17]. 

The number of insect species in the world is around one 

million [18]. The identification of the insects is very 

challenging not only because of their high number but also 

because of their different colors and shapes [19]. A highly 

diverse family among the insects is leaf beetles with about 

37.000 species all over the world [20]. Adults and larvae 

of many leaf beetles have been accepted as pests in 

agricultural and forest areas [21]. Thus, there are some 

DNA-based studies to fast and accurate identification of 

the leaf beetles, especially Alticini species [22, 23]. There 

is no study on the identification of leaf beetles with 

machine learning techniques. In this context, it is aimed to 

test the success of different CNN models in classifying leaf 

beetle (Coleoptera: Chrysomelidae) dorsal habitus images 

at the genus level. 

2. Materials and Methods 

2.1. Leaf beetle dataset 

The leaf beetle images used in this study were obtained 

from the website [24] prepared on European leaf beetles 

(Figure1). The dataset consists of 888 habitus images of 17 

leaf beetle genera from which 9-142 samples for each 

genus. The detailed information for the dataset is given in 

Table 1. Some images had two habitus and/or male 

genitalia. All images had been arranged to have only one 

habitus per image. No more extra processing has been 

done on the images because they were already 

preprocessed. These genera were used because they are 

widely distributed in Europe and have plenty number of 

habitus images. 

 

Table 1. Taxonomic classification of studied leaf beetle genera 

and the number of images (n) of each genus. 

Subfamilia Tribus Genus n  

Galerucinae Alticini Altica 23  

  Aphthona 56  

  Asiorestia 27  

  Chaetocnema 31  

  Dibolia 18  

  Epitrix 9  

  Longitarsus 142  

  Orestia 15  

  Phyllotreta 61  

  Psylliodes 69  

Luperini Luperus 32  

Chrysomelinae Chrysomelini Chrysolina 128  

Timarchini Timarcha 41  

Cryptocephalinae Clytrini Labidostomis 45  

  Smaragdina 25  

Cryptocephalini Cryptocephalus 115  

  Pachybrachis 51  

  Total 888  

 

 
Figure 1. Samples of the habitus images belonging to leaf 

beetle genera in the dataset 
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2.2. Insect classification with convolutional neural 

network 

2.2.1. Leaf beetle classification 

CNN is similar to traditional artificial neural networks 

in that it consists of neurons that optimize themselves 

through learning and is a type of multi-layer perceptrons. 

A CNN consists of the input layer, the exit layer, and 

multiple hidden layers. Hidden layers typically consist of 

convolutional layer, pooling layer, fully connected layer 

and normalization layers (normalization layer, ReLU). 

Additional layers can be used for more complex models 

[25, 26]. A general CNN is shown in Figure 2. 

 

Figure 2. A general CNN architecture 

The leaf beetles were classified by using a convolutional 

network which has recently become the widely used model 

in visual-based algorithms [15, 16, 27]. In the present 

study five CNN were used: a) Alex-Net b) VGG-16, c) 

ResNet-152, d) DenseNet-201, and e) mobilenet-V2. 

 

a) AlexNet: The main layers of the AlexNet architecture 

are convolution, pooling and fully connected layers. The 

entire image is circulated by selecting filters (3×3 or 5×5) 

in the convolution layer. The image obtained as a result of 

the filtering is used by the next layer as the input image. 

Activation maps are created with the images passed by 

convolution layers. Activation maps are unique as they are 

produced based on input data. The pooling layer both 

reduces the input dimensions and retains the image 

features. Thus, the number of parameters of the model is 

reduced [26, 28, 29, 30, 31]. 

b) VGG-16: VGG-16 architecture totally consists of 21 

main layers formed from convolution, pooling, and fully 

connected layers. VGG-16 has increasing network 

architecture. The filter size in the convolutional layer is 

3×3 pixels. Layers that perform many operations are 

sequentially placed in a convolutional part of the network 

to learn the discriminative features from the input data. At 

the end of the architecture, the softmax layer is used as a 

classifier and the number of the output of the softmax layer 

is set as the same as our class number [32]. 

c) ResNet-152: ResNet has a structure called a residual 

learning unit which decreases the degradation of deep 

neural networks. This unit’s structure is a feed forward 

network with a shortcut connection that adds new inputs 

into the network and generates new outputs. The main 

merit of this unit is that it produces better classification 

accuracy without increasing the complexity of the model 

[33]. 

d) DenseNet-201: The value added to a model in both 

layers in ResNet is added to all layers that follow it in 

DenseNet. This system has brought many advantages to 

the model. This made the network more easily trainable 

and optimized the problem of most layers being 

dysfunctional in high-tier networks [34].  

e) MobileNet-V2: MobileNet aims to develop deep 

learning applications in mobile and embedded systems 

with fewer training parameters [35]. MobileNet 

architecture uses Depthwise Separable Convolutions 

technique in the feature extraction step. Thanks to this 

technique, feature extraction can be performed with fewer 

parameters than the standard convolution process. After 

the MobileNet architecture was developed, updates were 

made to be faster and more efficient, and MobileNet V2 

was recommended. The size of the feature maps has been 

narrowed by using 1𝑥1 convolutions in MobileNet V2. In 

addition, thanks to the skip connection technique, which is 

also used in ResNET architectures, a faster calculation 

process has been provided [36]. 

 

2.2.2. Training and testing of neural networks and 

evaluating predictions 

 

Google Colaboratory or shortly Colab cloud system was 

used on the training and testing of CNN. This system can 

perform a lot of calculations on big data quickly with the 

"NVIDIA Tesla K80 GPU", and has many Python and 

deep learning libraries ready in it. Also, this system is free 

of charge [37]. Fast.ai library was used for the training and 

testing of the models used in the study [38]. The dataset 

consisted of habitus images belonging to 888 species from 

17 leaf beetle genera. Habitus images belonging to each 

genus were divided into two groups for training (80%) and 

testing (20%) the network, respectively. For the input data, 

the batch_size parameter is set to 32, validation_split 

parameter is set to 0.2 and the epoch value used in the 

model is set to 50. True positive (TP), false positive (FP), 

true negative (TN), false negative (FN) were calculated 

from all test habitus images for each genus. The success of 

the established models was calculated by using the results 

of these calculations with the following formulas. 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝐹𝑁 + 𝑇𝑁 + 𝐹𝑃
 

(1) 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 

(2) 

𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 

(3) 

𝐹1 − 𝑆𝑐𝑜𝑟𝑒 =
2𝑥𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦𝑥𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛

𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 + 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛
 

(4) 
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𝑇𝑃𝑅 =
𝑇𝑃

𝐹𝑁 + 𝑇𝑃
 

(5) 

𝐹𝑃𝑅 =
𝐹𝑃

𝐹𝑃 + 𝑇𝑁
 

(6) 

 

  

3. Results 

At the end of the study, the neural network, which 

classifies the data most successfully, was ResNet-152. 

While the accuracy of ResNet-152 was 97.74%, the 

accuracy of DenseNet-201, MobileNet-V2, AlexNet and 

VGG-16 were 94.25%, 96.61%, 95.48% and 94.35, 

respectively (Table 2 and Figure 3). ResNet-152 correctly 

predicted the genus of the 173 (97.74%) of the 177 test 

images. For ResNet-152 predictions on genus level, mean 

classification precision, recall and f1 score were 98.3%, 

97.8% and 97.9%, respectively (Table 2).  

 

Table 2. Model performance metrics 

 Precision Recall 
F1-

score 
Accuracy 

VGG-16 0.9458 0.9251 0.9324 0.9435 

AlexNet 0.9563 0.9391 0.9412 0.9435 

MobileNet-

V2 
0.9550 0.9471 0.9448 0.9548 

DenseNet-

201 
0.9798 0.9617 0.9678 0.9661 

ResNet-152 0.9830 0.9780 0.9790 0.9774 

 

Figure3. Accuracy graph of the studied CNN models 

 

According to genus-level predictions of ResNet-152, 

the confusion matrix of ResNet-152 in Figure 4 revealed 

that genera were often confused with other genera within 

the same tribus or sister tribus in the same subfamilia. The 

confusions in Alticini were among the Aphthona and 

Altica, and also Longitarsus and Psylliodes. The confusion 

in Clytrini was between Smaragdina and Labidostomis. 

The last confusion was also between tribes under 

Galerucinae: Alticini genus (Longitarsus) was mistakenly 

classified as Luperini (Luperus).  

 

Figure4. Confusion matrix of ResNet-152 

 

4. Discussion 

Image-based identification of insects will be important 

for agriculture, forestry, ecology, and biodiversity [4]. 

Most of the studies conducted on image-based 

identification of insects, especially pests, performed with 

trap and field images [16]. On the other hand, image-based 

identification of insects in the collections is also valuable 

because information on species names and distributions is 

essential for scientific studies and environmental 

monitoring programs [39]. To the best of our knowledge, 

this is the first study that uses CNN’s to identify leaf beetle 

genera. The present study showed that CNN's can 

accurately (>94% for studied all models) identify 

European leaf beetle genera from habitus images. The 

identification success in question is high because the 

images in the data set do not have noise that can affect 

learning such as color, resolution, brightness, clarity, and 

another object in an image. Although the identification 

success is high, the most important factors preventing 

higher success are the presence of a small number of 

images both in total (888) and for some genera such as 

Epitrix, Orestia, Dibolia, etc. When the results of this 

study are compared with other studies on collection-based 

images of insects, the following is seen. CNN identifies the 

57 ant (Hymenoptera Order) genera from dorsal view 

(more than 43.648 images) with accuracy of 59.0% [39]. 

CNN could classify to genus level with 74.9% accuracy 

based on dorsal view images of 65.841 museum specimens 

belonging to 80 genera of the family Carabidae 

(Coleoptera Order) [40]. The pre-trained CNN could 

identify with 80–90% accuracy based on the dorsal habitus 

images of the family Miridae (Hemiptera Order) species 

[41]. It is not possible to compare the present study with 
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the study on Hemiptera [41] because it tried to identify 

species-level. The present study showed that the dorsal 

habitus images during automated taxonomic identification 

by using CNN are more useful diagnostic tools for 

Coleoptera (both Carabidae [40] and Chrysomelidae) than 

Hymenoptera.  

It is clear that more successful results were obtained in 

this study compared to the above-mentioned studies. 

Success differences among the mentioned studies may be 

caused by the differences in the image quality, network 

structure of the CNN, or the number of classes. However, 

one of the reasons for the higher success in this study may 

be the elimination of sex-induced bias by using only male 

individual images because leaf beetles show sexual 

dimorphism. Also, the position of the legs of ants 

(Hymenoptera) in habitus images might add more noise to 

the image than Carabidae and Chrysomelidae. On the other 

hand, in the context of network structure of the CNNs, the 

reason for the results of the present study is the architecture 

of the CNNs. The architecture of the VGG models causes 

vanishing gradient problems and degraded accuracy, 

although the architecture of the ResNet and DenseNet 

models solves vanishing gradient problems and further 

improves the accuracy of the model [42]. 

There have been significant developments in image 

classification methods in the last decade [43]. It is clear 

that we could expect more important improvements in the 

near future. On the other hand, there are some challenges 

to be overcome. One of them is that there aren't enough 

datasets to be used to train the deep learning algorithms. 

The other important challenges in terms of image 

classification are taking images of species, which will be 

used in the dataset, and validating the identification of 

these species. Although there are important efforts to 

digitize specimens stored in some natural history 

museums, the current efforts are not sufficient [44]. Thus, 

taxonomists, who are quite crucial to these developments, 

have an important task to contribute the image digitization. 

In conclusion, if the number of images increases and these 

images will be uploaded to a web-based imaging 

infrastructure, non-experts (farmers and foresters) and 

ordinary citizens will also be able to identify insects more 

easily than their images by using CNNs in the near future. 
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